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1. Introduction 
In a pair of recent papers appearing in the 

journal Sociological Methods and Research (Farkas, 
1974 and Hauser, 1974) the two authors disagreed 
on the attribution of belief in a, so called,con- 
textual effect for a given set of data. Farkas 
decided it was there, and Hauser maintained it 
was not established. They said much more and, in 
fact, the two papers constitute an excellent 
review of contextual effect analysis. Hauser 
admitted that "...the effects are statistically 
significant at the usual a- levels, since the . 
sample has about 5,300 cases," (P.368) and then 
went on to argue that statistical significance is 

not practical significance. However, that 
t -value was around 10, and I feel that such sta- 
tistical significance as t = 10 exhibits (even 
with 5,300 cases) almost has to be of practical 
significance as well. The largeness of this 
t- value, however, may be due to their use of an 
inappropriate model equation. In short, although 
there were 5,300 students, they came from only 
99 colleges and estimation of a context effect as 
a contrast on college means may better be viewed 
as based on a sample size of 99 than of 5,300. 

The following discussion is an attempt to 
summarize some current methods available for 
testing for contextual effect. The first two are 
truly rough and ready approaches. The first one 
struggles to obtain balanced data by deleting and 
duplicating at random, while the other is a ver- 
sion of the celebrated Tukey Jackknife. The next 
two use variance component models and exhibit the 
rather involved considerations that seem to arise 
when estimating components of variance with un- 
balanced data along with testing a regression 
coefficient in a mixed model. One of these lat- 
ter two estimates the variance components by 
equating mean squares to their expectations and 
then tests by use of generalized least squares, 
while the final method is simply likelihood all 
the way. The situation is an instructive example 
of a data handling problem that is quite common 
in social survey analysis and although no new 
methods are here proposed, it may be useful to 
see what already- existing statistical practice 
seems to suggest can be done. 
2. Model Equations 

In a concrete example treated in the two 
papers, scores were given for his answers on a 

questionnaire to each student on his attitude 
toward drinking (the independent or X- variable) 
and on the extent of his drinking behavior (the 

dependent or Y- variable). As one would expect, 
these two measures were rather closely related. 
The question posed was whether the between col- 
leges regression slope of behavior on attitude 
was equal to the within colleges slope. There is 

suspicion that the between colleges slope may be 
steeper due to some cumulative, reasonance inter- 
personal phenomena as described by (Farkas,197h, 
p.339ff). This is called contextual effect. A 
difference in slopes may be due to enumerator or 

sample selection biases or to omitted variable 
effects or to many other causes but the data 
handling methods would still be called testing 
for contextual effect. 
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It is by no means uncommon to do regression 
analysis in the presence of a cluster or nested 
sample design. One simply removes the cluster or 
"block" effects (schools, counties, area segments 
or whatever) and operates upon the within cluster 
cross products with perhaps a pious expression 
of hope that there are no interactions between 
slopes and clusters (at any rate I have done so 
in -63, 197)', p.85). In the present case of 
being interested in the contextual effect there 
is no way to avoid the possibly upsetting pre- 
sence of confounded college effects. To see how 
they enter let's consider model equations. 

Regression calculations would be governed by 
a model equation such as- 

(1) yij= µ'+ + eij,or (redefining 

= (xij- (xi- x + 

where y.. is the score on his drinking behavior 
reporte&Jby the jth student among n. at the ith 
college where i 1,2,...,t. His attitude score 
is written x..J; the college mean is written R. 
and the grant mean is denoted . The e.. 

quantities (n = of them) are taken to be in- 
dependent, identically distributed with variance 

. The objective of the analysis is to test 
= O. 

I suspect that including a term to be writ- 
ten u, where the u.'s i = 1,2,...,t are indepen- 
dent, identically distributed with variance 2 

would allow the model to fit more closely to 
the actual data. This issue should be decided by 
examining the data although one's judgement based 
on past experiences with similar situations 
should enter also. The model equation then be- 
comes 

(2) = {xij 
- 

)5+ 
u.+ e.. 

Suppose that the data have already been cleaned 
(of outliers, for example) and possibly some 
transformations made to assure linearity so that 
least squares estimation is not too far from 
optimal. There are two, somewhat idealistic, 

circumstances in which the test of = 0 becomes 
relatively simple to compute. We consider these 
first and show how they can become the bases for 

two, more realistic although approximate, cor- 
responding methods of analysis. 
3. Two Rough and Ready Methods 

One of the ideal cases is of balanced data. 
That is, if all colleges furnished the same num- 
ber of students then the computational methods 
of the analysis of covariance (Fisher, 1958) 

become available. For example, Snedecor and 

Cochran's textbook (1967,pp.""36- h38)2includes 
formulas for estimating (called there) and 
for testing equality of to between tlasses slope 
to the within classes slope. Although the pre- 
sent data set does not have equal sample sizes in 

every college it would likely be possible to con- 
sider a number of colleges having almost equal 
(say the ratio of largest to smallest is less than 
3 to 1) sample sizes. Then one may randomly 



delete some cases in the schools with larger 
sample sizes and perhaps randomly duplicate some 
in the others and so end with a balanced data set 
without having damaged to any appreciable extent 
the information on the context effect. This 
possibility is discussed at some length by Searle 
(1971,p.364). Before recommending widespread use 
of this procedure one should investigate, at 
least through empirical sampling, the effects of 
varying amounts of deleting and duplicating. 

The other ideal case involves the indepen- 
dent replication of the entire sample design in 
both the sample selection as well as the measure- 
ment and tabulation phases. Such designs have 
been advocated by Deming (1960, Part II, Repli- 
cated Sampling Designs) and are in common use,. 
for example, for sampling business accounts 
whenever there is great, perhaps legal, need of 
an unbiased estimate of sampling variance. In 
such a case one would compute separate estimates 
of the parameter on each sub- sample and then 
compute a t- statistic to test that the popula- 
tion mean of these estimates is zero. 

In practice, replicated designs may be deem- 
ed expensive and cumbersome to carry out or may 
not have been used because variance estimation 
was given low priority. In such cases the data 
can still be broken into pseudo -replicates 
(McCarthy, 1966) or portions and then one can use 
the above- described t -test procedure or some 
other method. One of these other methods is the 
Tukey Jackknife (Mosteller and Tukey, 1968) that 
proceeds as follows. One portion of the data is 
deleted, an estimate of the context effect is 

computed from the remainder and a pseudo -value 
is then formed. This portion is returned to the 
sample, another one deleted, and again a pseudo - 
value is computed. This is done until we have 
as many pseudo -values as portions. The pseudo - 
values are then used to compute a t -value as a 
test statistic for the hypothesis that the pop- 
ulation average pseudo -value is zero. It is 
important to define "portions" so as to reflect 
the principal source of sampling variance in the 
application considered. In the present example 
a school is a portion. Each pseudo -value equals 
the -number -of- schools times the- estimate- of -con- 
text -effect -from -all- schools minus the- number- 
of- schools -less -one times the- estimate - based- 
on -all- schools- except -one. 
4. Regression Approach 

We return now to a more direct attack guided 
by model equation (2) and first using methods of 

estimating variance components described by 
Searle (1971) in conjunction with a generalized 
least squares procedure to estimate and to 
test that = O. First, however, we might ask 
how the test based on the least squares regres- 
sion calculation that was employed in the cited 
papers performs when model equation (2) holds. 

If we adopt a more concise notation of 
x..- and c.= - x then model equa- 

cah'be writtenlin terms of deviates as 

(3) yij = 
d1 

+ ui+ 
e.. 

with di .= 0 and E E c.= .0 = Notice 

i,j 
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n. 

that .E1 d.. /n ci . 

The regression computations proceed from the 
4 by matrix of sums of squares and cross pro- 
ducts. This is shown in partitioned form just 
prior to removing the and effects as 

Effects: y 

TYY BXY . TXY 

A = 

BXY BXX . 

BXX TXX 0 A21 A22 

A11 Al2 

y++ n 

Partitioning A into 2 by 2 sub- matrices as shown 
in (4) and sweeping out the and ß.effects 
corresponding to the last two rows and columns, 
leaves the following residual cross products 
matrix. 

-1 
(5) A11.2 A11 - A22 A21 

BXY-(TXY)(BXX)/TXX 

BXY-(TXY)(BXX)/TXX BXX-(BXX)2/27{X 

Next sweeping out the now -adjusted effect 
from 

A11.2 yields 
an estimate of as: 

[ - (BXX) 
, and the following 

[BXX - 

regression sum of squares (call it DSS) for a 

test of 6 = 0: 

(6) DSS = [BXY - (TXY)(BXX)/TXX]2/(BXX-BXX2/TXX). 

In the absence of the u. terms this quantity, DSS, 

would be taken to have a single degree of freedom 
chi- square distribution and could be divided by 
the error mean square, say /(n -3) = to 
furnish an F -ratio test (or, since t = F when 
numerator degrees of freedom are one, a t -test) 

statistic for the hypothesis = O. This is 

likely to have been the calculation that led to 
the t = 10 value in Farkas (1974), and will be 
denoted t1 = F1 DSS . 

In case that model equation (2) holds with 

a2 0 we find E(DSS) as follows. First, express 

DgS as: 

(7) DSS = BSY - TXY BXX)2/BXX(TXX-BXX)TXX 

Writing WXX = - BXX, introducing the expecta- 
tion, and substituting for yij from model equa- 
tion (2) leads to: 

(8) )262 

+ BXX WXX 
ae2 



The final result is: 

(9) E(DSS)= 
TXX T cu2+ 3e2 . 

On the other hand as we will see below in (15): 

(9a) 

where Z and X in this formula refer to data 
matrices. The coefficient of 2 in E(DSS) is 

generally larger than that of 
U 

2 in E(RMS), 
and thus the ratio F1 is biased upward from 1 . 

It is thus evident that only if 2 = 0 

(i.e., if model equation (1) holds) wiY1 the 
regression approach be correct. If 2 0 then 
to form an F -ratio test statistic oneuneeds to 
search elsewhere than the error mean square 
for a denominator. If one examines the expected 
value of the residual sum of Y- squares after re- 
moval of DSS, namely of: 

(10) = TYY -y2 /n - (TXY)2 - , 

it is found that both 2 and 2 appear, but no 
fixed effects do. By next sweeping out the 
college effects as well, one can obtain an even 
more refined error sum of squares, (ESS,sgy) and 

thus calculate an unbiased estimate of 
e 

alone. 
Using this along with the coefficients of 
cu and ce inE(RSS -ESS), allows one to get an 
estimate of . It bears emphasizing that one 
should examine the F -ratio in which the mean 
square (RSS- ESS) /(t -2) is divided by the error 
mean square, as a test of O. If rejection 
of the hypothesis 2 = u is not possible 
even at the, say, level, then one may pro- 
ceed to act as if model equation (1) held and 
perform a t -test using and the error mean 
square EMS= ESS /n -t -1 . I ruld be fairly re- 
luctant to suppose that and so would 
not recommend this test. uAt any rate it may be 
denoted t2 DSS . 

5. Estimating Variance Components for the Test 
A denominator for a F -ratio statistic with 

as numerator can be constructed using metho. 
of momgnts estimates based on ESS and RSS2of 
and or more elaborate estimates of and 

The notation and most of the methods are 
be found in Searle's textbook (1971), and we 

will first move toward that notation. 
Model equation (2) can be written in matrix 

form as (see p.465 in Searle,1971) 

) 

which in the present case becomes: 

(12) 1 d11 c1 1 0 ... u1 
e11 

1 d12 1 

Yt,nt dt,ntct 

u2 e 

0 1 ut e 
t ,nt 

t 
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Searle assumes that the only linear relationship 
of columns of X to those of Z is by way of the 
first column of X equal to the sum of the columns 
of Z. In our case there is yet another relation- 
ship so that we must generalize his derivation as 
follows. Let r be the rank of X and t (the 
number of PSU's) is, of course, the rank of Z. 
Then define X1 to be 

(13) ì1 = r + t - r[X Z] 

where rEX Z] is the rank of the combined matrix 
[X Z]. In our example = 2, but we might as 
well be prepared for dealing with numerous inde- 
pendent variables since the contextual effect 
may be multi -componential. 

What had previously been denoted as TYY is 

now written as . The quantity R(b) will 
refer to the reduction in sum of y- squares due to 
fitting the model: 

(14) , 

while R(b,u) will refer to the reduction achieved 
by fitting the full model of rank r[X Z]. The 

additional reduction may be written 
R(ulb) = R(b,u) -R(b) and upon using formula (79) 

in Searle (1971,p.445) its expectation is found 
to be: 

(15) E(R(ulb))=cu2(n-tr[Z'X(X'X) X'Z])+ 

while 

(16) E(ez)-R(b,u) = [N-(r + t - 
ce2 

In our example, X is full rank and upon ex- 
tending the method to cover more than one inde- 

pendent variable when the observed values are 
obtained by survey methods (rather than from a 
balanced experiment), it will continue to be of 
full rank so that we could have written (X'X) -1 
rather than just (X'X) , the generalized inverse, 

as appears in textbook. 
To test = 0 one computes the ratio 

(17) = 
R(ulb) ( - R(b,u)) 

t - N -(r + t -X1) 

and refers it to a table of the F(t 
N -(r + t -X1)) distribution. 

The estimates can be written explicitly as: 

(18) ce2= -(r + t - 

(19) ;u2= (R(ulb) -(t - 

At this point one could refer to expression 
(9) and using the ues obtained for nd 
u2, compute 

which is then divided into DSS to get an F -ratio 

test statistic. 
In practice, one could perhaps improve the 

estimates of ce2 an_d au2 in accord with Thompson 

(1969), by first computing the ratio 



= 
e u 

2 and then new value of R(b,u) and 

R(ulb) as R (b,u) and R (ulb) based on the maxi- 
mum likelihood equations for b (Searle,1971, 
section 11.7c). Upon iteration the estimatrs 
may be denoted with an upper squiggle as 

and . They can be written explicitly as: 

(18a) = (Y - R *(b,u))/(N - r) 

(19a) 2 = R*(ulb)/c 

where c is the same denominator as for in 

equation (19). 

We can now use generalized least squares to 
test H0. The maximum likelihood equations for 
estimating the fixed effects are: 

* 
(20) X'X X'Z b X'y 

* 
Z'X Z'y 

where P Z'Z + X I and X = 2a 2 . The ap- 
pearance of XI is the new ingredient. From 

(21) X'X b *= and Pu *= - X b *) 

we get 

(22) P + X'Z 

or 

(23) X'(I-Z P Z')X * 
= X'(I-Z P or fi- 

nally: 

(24) (X'T X) X'T where 

T = (I - Z . 

The matrix b contains estimates *of the* 
parameters and a (call them ,b and a ) 

its cova0.ance matrix is estimated by 
-2(X'T X)- . Thereforea test of = 0 can 

be based on the ratio o' and its standard 
error obtained from (X'T X) . 

6. Maximum Likelihood 
It was most helpful to have someone do the 

differentiations for a maximum likelihood solu- 
tion as Jennirch and Sampson (1976) have pro- 
vided. It may be that the method of maximum 
likelihood is justly criticized for its small 

sample properties. In the present case of vari- 

ance estimation it provides negatively biased 
estimators since division is by n rather than 
n -1 . It does however, furnish a lot of useful 
results in such a situation the prsent one 
where nuisance parameters and as well 
as and ß) abound. Their (Jennirchuand 
Sampson's) paper (and previous ones by Hartley 
and others that they cite) are complete and 

explicit so that I would only show my tenuous 
grasp of the material by paraphrasing it. 
7. Discussion 

There are a number of general observations 
on data handling that this problem of testing 
for contextual effect prompts. The first is 
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the recognition of some difference in point of 
view or, better, of methods between the pseudo - 
replicate or jackknife methods and the variance 
component estimation methods. There are many 
sources of this difference. One is more data - 
based and the other is more model- based, al- 
though both have models and both worry about 
data collection and processing. One proceeds 
from the survey sampling side and the other from 
the analysis of experimental data. 

My own bias is toward favoring the components 
of variance approach and this paper (in its rela- 
tive neglect of the literature on pseudo- replica- 
tion) reflects that bias. I do believe that in 
the face of the complexities of sample design 
and measurement techniques, not to mention the 
population distributions, of the variables in- 
cluded in most social surveys the pseudo- repli- 
cate approach is the only contender in practice. 
The method does demand a considerable amount of 
judgement and experience to form replicates 
which will faithfully represent the uncertainty 
in the data. One variation of the method that I 
confess I do use in practice is to run regression 
on individual subjects and then correct t- values 
and chi -squares with the ratio of actual sample 
size to effective sample size. I use the results 
of Kish and Frankel (1974) that showed such 
ratios of 1.4 or so for regression coefficients. 

The reason that I favor the variance com- 
ponent approach is its explicit attention to the 
model and particularly to its distributional 
assumptions not just the systematic part. There 

are, I suspect, a good many more components of 
variance floating around that should be included 
both for making honest tests and also for improv- 
ing on future surveys. The controversy over tests 

of significance that bubbled in the sociological 
literature a few years back may have been fueled 
in part from misjudgements about the modeling of 

variances. Given the level of complexity in 
variances that was mentioned, it is no wonder to 
me that there have been serious mistakes in cal- 
culating levels of significance and I'm sure I've 

contributed to them. The solution is certainly 
not to scrap the tests, but rather to study vari- 
ances harder. 

A brief point needs to be made about comput- 
ing requirements of the methods. The balanced 
data case is the least demanding and should be 

chosen by the researcher who wants quick and 
cheap, but honest results. I think that the 
jackknife also can be done by an investigator 
operating with limited computing resources. In 

doing the calculations for maximum likelihood and 
the regression-type computations I used a pro- 

cedure, PROC MATRIX, from the software package 

known as SAS (Barr, Goodnight, Sall, Helwig,1976), 

and I can report that it was only moderately 

painful to write, while recognizing that my skills 
at programming are quite limited. 

Returning to the problem as an exercise in 

data handling, it bears remarking again that no 

new methods were developed. The model is the 
mixed one. It has the, perhaps novel, feature of 

an additional linear dependence between the X 

matrix and the Z matrix (or U matrix as written by 
Hartley, et.al.). That is, the sum of the columns 

of Z equaling the constant column of X is the 

usual dependency, while the context effect (being 



a linear combination of group means) is a second 
dependency. 
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